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Abstract: Neuroimaging data as 18F-FDG PET is widely used to assist the diagnosis of Alzheimer’s 
disease (AD). Looking for regions with hypoperfusion/ hypometabolism, clinicians may predict or 
corroborate the diagnosis of the patients. Modern computer aided diagnosis (CAD) systems based on 
the statistical analysis of whole neuroimages are more accurate than classical systems based on quanti-
fying the uptake of some predefined regions of interests (ROIs). In addition, these new systems allow 
determining new ROIs and take advantage of the huge amount of information comprised in neuroim-
aging data. A major branch of modern CAD systems for AD is based on multivariate techniques, 
which analyse a neuroimage as a whole, considering not only the voxel intensities but also the relations among them. In 
order to deal with the vast dimensionality of the data, a number of feature extraction methods have been successfully ap-
plied. In this work, we propose a CAD system based on the combination of several feature extraction techniques. First, 
some commonly used feature extraction methods based on the analysis of the variance (as principal component analysis), 
on the factorization of the data (as non-negative matrix factorization) and on classical magnitudes (as Haralick features) 
were simultaneously applied to the original data. These feature sets were then combined by means of two different combi-
nation approaches: i) using a single classifier and a multiple kernel learning approach and ii) using an ensemble of classi-
fier and selecting the final decision by majority voting. The proposed approach was evaluated using a labelled neuroimag-
ing database along with a cross validation scheme. As conclusion, the proposed CAD system performed better than ap-
proaches using only one feature extraction technique. We also provide a fair comparison (using the same database) of the 
selected feature extraction methods. 

Keywords. Alzheimer’s disease, Computer aided diagnosis systems, Dimensionality reduction, Machine learning, Support 
Vector Machine, 18F-FDG PET. 
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1. INTRODUCTION 

During last decades, neuroimaging technology has be-
come an usual clinical practice to assist the diagnosis of neu-
rodegenerative disorders. It led a radical change, from the 
traditional visual inspection of films and printouts to accu-
rate quantification of indices of interest such as the brain 
metabolism or the regional cerebral blood flow. A number of 
studies also suggests [1, 2] that pathological manifestations 
of Alzheimer’s disease (AD) are detectable through neu-
rogimaging data even before that patients become sympto-
matic. This led clinicians to use neuroimages not only to 
confirm the diagnosis but also to anticipate it. 
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Nowadays, visual inspection of the neuroimages is not 
recommended because it often misses crucial information. 
Computer systems instead allow to quantify small differ-
rences invisible to the human eye and remove the subjectivi-
ty inherent to visual analysis. Over the last years, different 
computer-based approaches have been presented to analyse 
neuroimaging data. First systems were based on the analysis 
of regions of interest (ROIs) previously defined and were 
therefore focused on a specific disorder [3, 4]. The main crit-
icism made to these systems is that clinicians should manual-
ly delimit the region, which is complicated and prone to er-
ror. Moreover, revealing unknown ROIs is only possible by 
using an inefficient try and error scheme. 

On the other hand, the Statistical Parametric Mapping 
(SPM) [5] software, created by Prof. Karl Friston, facilitates 
the application of univariate analyses, i.e. each voxel is con-
sidered individually, over brain images, becoming a standard 
in the neuroimaging research community. In the early 2000’s 
Signorini et al. demonstrated that SPM could be used to 
model the pattern of cerebral functional neurodegeneration. 
Recently, SPM has been successfully used to assist de diag-
nosis of Alzheimer’s disease [6], including the differentia-
tion between Mild Cognitive Impairment (MCI), Alz-
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heimer’s disease (AD) and Frontotemporal Lobar Degenera-
tion (FTLD) patients [7]. 

Conversely to SPM analyses, multivariate approaches 
based on machine learning examine all the voxels from an 
image as a whole, considering the relations between them. In 
2004, it was suggested that a statistical classifier trained us-
ing the voxels as features is a satisfactory method to differ-
entiate between healthy subjects and AD patients. Neverthe-
less, the sensitivity of the classifiers is usually limited by the 
huge dimensionality of the data, significantly larger than the 
number of training samples used in most of studies [8]. In 
order to address this issue, some authors propose to include a 
feature extraction step before the classification [9-12]. In this 
step the neuroimages are summarized into a reduced set of 
features that contains the information useful to differentiate 
between groups. Methods based on Principal Component 
Analaysis (PCA) [13], Non-negative Matrix Factorization 
(NNMF) [14] and the co-occurrence-based method of 
Haralick (HF) [15] have been successfully used [10, 16-18]. 

Other researchers, instead, proposed combining the ROIs 
selection typical of the first systems and a machine learning 
method. In [19], the author used an atlas to select some pre-
viously defined ROIs and then a statistical classifier was 
used to differentiate between controls and AD patients. This 
method inherits the disadvantages of ROIs-based methods: 
the ROIs should be defined a priori using a data independent 
procedure. 

Finally, during the last few years, some authors proposed 
using an ensemble of classifiers in order to deal with the 
high dimensionality of the neuroimaing data. For example, in 
[20] a local patch-based subspace ensemble method was 
demonstrated. The authors built several classifiers using dif-
ferent subsets of the neuroimaing data and then, the classifi-
ers were combined. 

In this manuscript we propose a new approach consisting 
on the combination of several feature extraction techniques 
to summarize neuroimaging data in order to improve the 
performance of the subsequent classification procedure. This 
will result in more accurate computer aided diagnosis (CAD) 
system for neurodegenerative disorders such as AD. The 
major difficulty of this approach is to find a way to combine 
the feature extraction methods. We demonstrated two meth-
odologies: i) using a multiple kernel learning classifier and 
ii) using one classifier per feature extraction method and 
selecting the final output by majority voting. For evaluation 
purposes, a database with 210 18F-FDG-PET images from 
healthy subjects, MCI patients and AD patients was used. 
Our experiments suggest that combining several feature ex-
traction methods provides more accurate CAD systems than 
using only one. 

The second methodology proposed in this manuscript and 
consisting on using one classifier per feature extraction ap-
proach is similar to the method described in [20]. However, 
they differ in the way in which classifiers are built: While we 
used a feature extraction technique to obtain a discriminative 
representation of the neuroimaing data, in [20] the authors 
used a subset of the neuroimaging data to train each classifi-
er. 

2. MATERIALS AND METHODS 

2.1. Image Database 

Data used in the preparation of this article were obtained 
from the Alzheimer’s Disease Neuroimaging Initiative 
(ADNI) database (adni.loni.usc.edu). The ADNI was 
launched in 2003 by the National Institute on Aging (NIA), 
the National Institute of Biomedical Imaging and Bioengi-
neering (NIBIB), the Food and Drug Administration (FDA), 
private pharmaceutical companies and non-profit organiza-
tions, as a $60 million, 5- year public-private partnership. 
The primary goal of ADNI has been to test whether serial 
magnetic resonance imaging (MRI), positron emission to-
mography (PET), other biological markers, and clinical and 
neuropsychological assessment can be combined to measure 
the progression of mild cognitive impairment (MCI) and 
early Alzheimer’s disease (AD). Determination of sensitive 
and specific markers of very early AD progression is intend-
ed to aid researchers and clinicians to develop new treat-
ments and monitor their effectiveness, as well as lessen the 
time and cost of clinical trials. 

The Principal Investigator of this initiative is Michael W. 
Weiner, MD, VA Medical Center and University of Califor-
nia San Francisco. ADNI is the result of efforts of many co-
investigators from a broad range of academic institutions and 
private corporations, and subjects have been recruited from 
over 50 sites across the U.S. and Canada. The initial goal of 
ADNI was to recruit 800 subjects but ADNI has been fol-
lowed by ADNI-GO and ADNI-2. To date these three proto-
cols have recruited over 1500 adults, ages 55 to 90, to partic-
ipate in the research, consisting of cognitively normal older 
individuals, people with early or late MCI, and people with 
early AD. The follow up duration of each group is specified 
in the protocols for ADNI-1, ADNI-2 and ADNI-GO. Sub-
jects originally recruited for ADNI-1 and ADNI-GO had the 
option to be followed in ADNI-2. For up-todate information, 
see www.adni-info.org. 

In this work, a set 210 18F-FDG-PET images was used. 
These images were categorized into three groups according 
to the patient’s diagnosis: neurologically healthy, MCI or 
AD (some demographic details of the patients are gathered 
in Table 1). All the images were normalized before the statis-
tical analysis. The spatial normalization was performed by 
means of the template matching algorithm provided by 
SPM8. Additionally, the intensity values were normalized by 
scaling them with respect to the intensity values obtained in 
the cerebellum (this method was demonstrated as superior to 
global normalization in identifying dementia patients in 
comparison to control subjects [21]). To this end, the cere-
bellar region was delimited by means of the automatic ana-
tomical labelling atlas (AAL) [22], in a way similar to the 
procedure performed in [23]. Normalized images matched 
the Montreal Neuroimaging Institute (MNI) space and had a 
voxel size of 1.5 × 1.5 × 1.5 mm3. 

2.2. Feature Extraction Based on Principal Component 
Analysis 

Principal Component Analysis (PCA) [13] is a mathe-
matical procedure that rotates the axes of data space along 
the lines of maximum variance. The axis of greatest variance 
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are called principal components. The dimensionality reduc-
tion of 3D images based on PCA may be performed as fol-
lows [16]: Let X = [x1,x2,...,xN] be a set of N functional brain 
images in vector form. After normalizing the images to unity 
norm and subtracting the mean, a new set Y = [y1,y2,...,yN] is 
obtained. The covariance matrix of the normalized vectors 
set is defined as: 

� �
�

�
��

�                                      (1) 

Then, the eigenvector Γ  and eigenvalue Λ matrices are 
computed as CΓ = ΓΛ. Since the image size is greater than 
the number of images, diagonalizing Yt

Y instead of YY
t re-

duces the computational burden and the eigenvec-
tors/eigenvalues decomposition is reformulated as [24]: 

(Yt
Y)Φ = ΦΛ�                                 (2) 

Γ�
 = YΦ                                        (3) 

where Λ��= diag(λ1,λ2,...,λN) and Γ��= [Γ1,Γ2,...ΓN] are the 
first N eigenvalues and eigenvectors respectively. The eigen-
vectors are ordered in a decreasing order of the variance ex-
pressed by themselves. Therefore, by selecting a minimum 
percentage of variance to be captured, only the first N eigen-
vectors can be selected. Finally, the features are extracted by 
projecting the images over the selected eigenvectors (a.k.a. 
principal components). 

2.3. Feature Extraction Based on NonNegative Matrix 
Factorization 

Non-negative Matrix Factorization (NNMF) is a factori-
zation technique intended to decompose nonnegative data 
[14]. Given a non-negative matrix X, NNMF computes two 
non-negative matrices, W and H such that 

X ≈ WH                                       (4) 

In contrast to other decomposition methods such as PCA 
or independent component analysis (ICA), NNMF ensure 
representations purely additive (not allowing subtractions) 
due to the non-negativity condition. This factorization can be 
applied to reduce the dimensionality of neuroimaging data in 
the following manner. Let suppose X is a M × N matrix, in 
which the columns represent different neuroimages, the rows 
are voxel positions and M >> N. After the factorization, the 
matrix X is approximated by a M × k matrix W and a k × N 
matrix H. Usually k is chosen to be smaller than M or N, so 
that W and H are smaller than X, resulting in a compressed 

version of the original data matrix. An appropriate decision 
on the value of k is critical in practice, but the choice is very 
often problem dependent. 

The matrix W can be considered as a new representation 
space for the data, while the matrix H is the representation of 
the data in the transformed space. Thus, the NNMF factori-
zation yields a reduced matrix H which represents X in terms 
of W. 

2.4. Feature Extraction Based on the Haralick Features 

In 1973 Prof. Robert M. Haralick defined a set of easily 
computable textural features based on spatial dependencies 
intended for object detection and/or classification using im-
aging data. The features for a given image are based on its 
co-occurrence matrix: 
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It consists in a IN×IN matrix where IN is the number of 
gray levels considered and each Cij is generated by counting 
the number of times a pixel with value i is adjacent to a pixel 
with value j divided by the total number of such comparisons 
made. The concept of adjacency depends on the direction we 
define. Usually, all possible directions (north-south, east-
west, northeast-southwest and northwest-southeast in case of 
2D images) are taken into account. Additionally it is possible 
to consider as adjacent two pixel at distance greater than 1. 

Co-occurrence matrices were initially defined for 2 di-
mensional images but the idea can be easily extended to 3 
dimensional data by adding additional directions. However, 
considering several distances and all the possible directions 
for neuroimaging data can result in a relatively high number 
of redundant features. In order to address this issue, the Fish-
er Discriminant Ratio (FDR) [25] is used to rate the features 
according to its ability to separate two groups: 

FDR
                               (5) 

where µi and σi denote, respectively, the mean and the vari-
ance for the i-th group samples. Only the most discriminant 
features (the ones with highest FDR) will be used in the sub-
sequent analysis. 

Table 1. Demographic details of the PET dataset used in this work. µ and σ stand for the average and the standard deviation re-

spectively. 

 
# 

Sex  Age  

M F µ σ range 

Healthy subjects 70 35 35 73.33 6.48 57-89 

MCI patients 70 32 38 71.40 7.56 55-85 

AD patients 70 39 31 74.49 7.93 56-90 
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2.5. Background on Supervised Learning Based on Sup-
port Vector Machine 

Support Vector Machine (SVM) is a supervised learning 
method derived from the statistical learning theory, which 
was developed by Vladimir Vapnik in the late 90s [26]. In 
supervised learning, the classification is performed in two 
steps: training and test. In the first one, the classifier is de-
fined according to the feature vectors of a given training set, 
where the category of each vector (its class label) is known. 
Once defined, the classifier can be used to categorize unseen 
samples (the test stage). Using training data consisting on k-
dimensional patterns xi and their class labels, yi: 

 (x1,y1),(x2,y2),...,(xN,yN) � (�k × {±1})                 (6) 

a SVM classifier compute an hyperplane, g(x), that has 
the largest distance to the closest training data point of any 
class: 

g(x) = wT
x + w0 = 0,                               (7) 

where w is the weight vector, orthogonal to the decision 
hyperplane, and w0 is the threshold. This hyperplane is called 
maximal margin hyperplane. During the test stage, the classi-
fier assigns a class label to each new data point according to 
the side of the hyperplane where the data point is. 

When no linear separation of the training data is possible, 
SVM can work effectively in combination with kernel tech-
niques so that the hyperplane defining the SVM corresponds 
to a non-linear decision boundary in the input space. 

2.6. Proposed Methodology 

In this work, we are presenting a new feature extraction 
methodology for neuroimaging data consisting on combining 
some classical feature extraction methods in order to im-
prove the performance of a classification procedure that sep-
arate the neuroimages into groups. This methodology allows 
to enlarge the feature space, resulting on a more heterogene-
ous and rich feature set. We selected three classical tech-
niques of different nature (based on the variance of the data, 
on the factorization of the data and on classical magnitudes) 
that had been previously used for dimensionality reduction 
purposes: PCA, NNMF and HF. They were applied to neu-
roimaging data as described in previous sections. 

Two strategies were followed to combine the feature sets 
generated by the three feature extraction methods. On the 
one hand, we used a multiple kernel learning [27] algorithm. 
Specifically we computed one linear kernel per feature set 
and then the resulting kernels where combined by using the 
following function: 

� �� � �� � � �������
�
� ��

���

���                   (8) 

where km(xm
i ,xm

j ) and xm
i are, respectively, the kernel and 

the features corresponding to method m. wm is a weight relat-
ed to the accuracy achieved by using only km in the subse-
quent classification procedure. Specifically it is computed as 
follows: 

�� �
��

��
�
���

                                   (9) 

where am � {0,0.5} is the percentage of accuracy over 
50%, calculated by subtracting 0.5 to the obtained accuracy. 

On the other hand we used a SVM classifier per feature 
extraction method and the final output prediction was esti-
mated by combining the outputs of all the classifiers. This 
combination was performed as follows: Let suppose ei and ci 
with i = 1,2,3 and ei � {−1,1} are respectively the estimated 
category and a measure of the confidence for each classifier. 
The combined category, e, was computed as 

� � ���� ����

�

���

��������������������������������� 

Since we used SVM-based classifiers, the confidence of a 
classification procedure is estimated as the distance to the 
decision hyperplane. 

3. RESULTS AND DISCUSSION 

The methodology proposed above was evaluated and 
compared with previous approaches using the database de-
scribed in section 2.1. The experiments were carried out in 
two steps. First we classified healthy subjects vs AD patients 
and then MCI vs AD patients. A SVM classifier and linear 
kernels were used in all the experiments. The accuracy, sen-
sitivity and specificity were estimated by means of a 5-fold 
cross-validation scheme. The results are shown in Table 2. 

Parameters for feature extraction methods are usually 
problem dependent. In order to select the most suitable ones 
for AD diagnosis purposes using 18FFDG PET data, we con-
sidered several thresholds for the percentage of total variance 
(PCA), the parameter k (NNMF) and the number of Haralick 
features (based on the FDR). Fig. (1) shows the obtained 
accuracies. Note that the thresholds providing highest accu-
racy are almost the same for both classifications (healthy 
subjects vs AD patients and MCI vs AD patients). That sug-
gests that parameters depend on the problem, i.e. AD diag-
nosis, but not on the data. PCA and NNMF allow to analyse 
the regions focused by the feature extraction algorithm 
through the examination of the new representation space. 
ROIs for PCA (shown in Fig. 2 top) was computed by aver-
aging the first few principal components (the ones used to 
project the neuroimages and extract the features) and reshap-
ing the resulting vector into brain form. Observe that a few 
regions (mainly the posterior cingulate gyrus, paracentral 
lobule and supplementary motor area) are assigned a high 
importance. Those regions have been previously related with 
AD in the literature [28-31]. In case of NNMF, the average 
of matrix W, which defines the representation space, is 
shown (Fig. 2 bottom). Both methods, PCA and NNFM, 
perform the feature extraction in a different way: PCA fo-
cuses in a few regions while NNMF assigns a high weight to 
large number of regions in the brain cortex. The advantage of 
the method we are proposing is that the classification algo-
rithm can take advantage of both approaches, yielding higher 
accuracy rates. 

CONCLUSION 

In this work, we demonstrated a feature extraction ap-
proach that improve the computer-assisted diagnosis of AD 
based on machine learning. This method consists in combin-
ing several classical feature extraction techniques in one sys-
tem. The combination was performed in two ways: i) using a 
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Table 2. Accuracy, sensitivity and specificity achieved by the proposed methodology when separating healthy subjects from AD 

patients and MCI from AD patients. 

 Positive Negative 

 Accuracy Sensitivity Specificity Likelihood Likelihood 

Healthy subjects vs AD patients  

PCA 82.86% 77.14% 88.57% 6.75 0.26 

NNMF 84.29% 82.86% 85.71% 5.80 0.20 

Haralick 80.00% 78.57% 81.43% 4.23 0.26 

Proposed method (multikernel) 85.00% 88.57% 81.43% 4.77 0.14 

Proposed method (3 classifiers) 85.00% 88.57% 81.43% 4.77 0.14 

MCI vs AD patients  

PCA 75.71% 78.57% 72.86% 2.90 0.29 

NNMF 76.43% 78.57% 74.29% 3.06 0.29 

Haralick 72.14% 67.14% 77.14% 2.94 0.43 

Proposed method (multikernel) 79.29% 75.71% 82.86% 4.42 0.29 

Proposed method (3 classifiers) 78.57% 75.71% 81.43% 4.08 0.30 

 

Fig. (1). Accuracy obtained by the three feature extraction methods studied according to the selected parameters. 
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� �
Fig. (2). Regions focused by the NNMF (left) and the PCA (right) algorithms to perform the feature extraction. 

multiple kernel learning with one kernel per feature extrac-
tion technique and, ii) using one classifier per feature extrac-
tion technique and then combining the classifier outputs ac-
cording to its confidence. 

The proposed methodology was evaluated using a SVM 
classifier and 210 18F-FDG PET neuroimages from the 
ADNI database. We considered three feature extraction 
techniques: Principal Component Analysis, Non-Negative 
Matrix Factorization and the Haralick features. Our experi-
ments suggest that combining several techniques provide 
higher accuracy than using only one. In addition, the manu-
script provides a fair comparison between three classical 
feature extraction algorithms for neuroimaging data. 
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